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ABSTRACT

This paper presents the hardware and software components
of a robotic team designed for security and surveillance ap-
plications. The team consists of two types of robotic agents.
The first type is a larger, heavy-duty robotic platform, called
the “ranger.” Rangers are used to transport, deploy, and
supervise a number of small, mobile sensor platforms called
“scouts,” the second type of robotic agent. In an example
scenario, the scouts are deployed into an office/lab environ-
ment, navigate towards dark areas, and position themselves
to detect moving objects using their cameras. A ranger com-
municates with each of the scouts and determines whether
there are objects of potential interest within the observed
area. The paper also includes experimental results for indi-
vidual scout and ranger-scout activities.

1. INTRODUCTION

For security and surveillance applications, an area is typi-
cally observed either by (1) multiple remote sensing devices
that report to a coordination agent or (2) a mobile agent
that patrols the required area. In both cases, the problem
of adequate sensor coverage exists. In case 1, the problem
is spatial: Are there enough sensors in the right locations?
In case 2, the problem is temporal: Will the mobile agent
be in the right place at the right time?

One possible solution is to combine the two approaches into
one. A mobile agent that is capable of long distance travel
can cover a large area and deploy smaller, less mobile agents
in various locations. The smaller agents can be given the
responsibility of sensing a small area and can have the flex-
ibility to change their vantage points to make sure that all
of their local area is observed. A coordination agent can
then communicate with the sensing agents, query them for
information, and move them remotely to increase the area
viewed by them.
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Figure 1: A ranger with four scouts in the fore-
ground.

This is the solution that this paper suggests. The robots
that are used are customized RWI ATRV-Jr™-based robots
called “rangers” and a group of extremely small custom mo-
bile sensor platforms called “scouts” (see Figure 1). Rangers
are capable of navigating long distances without needing to
recharge their batteries and are capable of navigating off-
road terrain. Due to their size, however, not all areas may
be accessible to them. The small size of the scouts makes
them much easier to operate in these areas but presents
a different set of problems including decreased range, bat-
tery lifetime, computational power, and sensing ability. By
putting both kinds of robots into a team, the benefits of
both can be achieved.

In this team, rangers are used as the primary navigational
and computational resources. Their responsibilities include
traversing the environment, selecting appropriate locations
that are to be observed, and deploying the scouts into those
areas. Once the scouts reach their designated locations, a
ranger contacts each of the scouts in turn to analyze the
area.

The paper is organized as follows: Section 2 presents related
work, Section 3 describes the hardware components of the
team, and Section 4 describes the software aspects. Exper-
imental results are presented in Section 5 and analyzed in
Section 6.



2. RELATED WORK

Automatic security and surveillance systems using cameras
and other sensors are becoming more common. These typi-
cally use sensors in fixed locations, either connected ad hoc
or, increasingly, through the shared communication lines of
“intelligent buildings” [16]. These may be portable to allow
for rapid deployment [17] but still require human interven-
tion to reposition when necessary. This shortcoming is ex-
acerbated in cases in which the surveillance team does not
have full control of the area to be investigated, as happens
in many law-enforcement scenarios. Static sensors have an-
other disadvantage. They do not provide adaptability to
changes in the environment or in the task. In case of poor
data quality, for instance, we might want the agent to move
closer to its target in order to sense it better.

Mobile robotics can overcome these problems by giving the
sensor wheels and autonomy. This research has tradition-
ally focused on single, large, independent robots designed
to replace a single human security guard as he makes his
rounds [9]. Such systems are now available commercially
and are in place in, for example, factory, warehouse, and
hospital settings [10, 12, 15], and research continues along
these lines [4, 13, 18]. However, the single mobile agent is
unable to be many in places at once—one of the reasons why
security systems were initially developed. Further, large mo-
bile robots are unable to conceal themselves, which they may
need to do in hostile or covert operations. They may also
be too large to explore tight areas.

Multiple robots often can do tasks that a single robot would
not be able to do or do them faster, as described in the
extensive survey by Cao et al. [3]. The tasks traditionally
studied with multiple robots are foraging [11], which involves
searching and retrieving items from a given area; formation
marching [1], which involves moving while maintaining a
fixed pattern; map making [2]; and janitorial service [14],
where robots have to clean a room in an unfamiliar building
by emptying the garbage, dusting the furniture, and cleaning
the floor.

Multiple mobile robots for security have recently been inves-
tigated [6]. In this case, the robots were meant to augment
human security guards and fixed sensor systems in a known
and semi-tailored environment.

3. HARDWARE COMPONENTS

The two hardware component types in the system corre-
spond to the two robotic agent types, the rangers and the
scouts.

3.1 Rangers

Rangers are based on the ATRV-Jr.™ mobile robotic plat-
form from RWI, a division of IS Robotics. The rangers are
equipped with a novel launching mechanism (Figure 2), de-
signed and built at the University of Minnesota, which is
used to deploy scouts into the environment as needed. The
launcher can hold up to 10 scouts in its magazine and is
capable of deploying them up to a range of 30 m. Rangers
can travel distances of up to 20 km, giving the scouts a
much greater range than they would have if they needed to
transport themselves. Once the ranger reaches its desired

Figure 2: A ranger robot with scout launcher.

location, it can rapidly deploy the scouts into difficult to
access places.

Each ranger is equipped with a 233 MHz Pentium-based PC
running Red-Hat Linux which is linked to the robot’s sen-
sors and actuators with RWI’s tTFLEX™ control interface.
The rangers are controlled using RWI's Mobility™ API (an
object-oriented, CORBA-based modular robotics control ar-
chitecture).

3.2 Scouts

Scouts are custom cylindrical robots 40 mm in diameter and
110 mm in length (see Figure 3) possessing a unique com-
bination of locomotion modes. A scout can roll using its
wheels (one on each end of its body) and a leaf spring “foot”
mounted underneath for stabilization. It is also able to hop
by winching its spring foot around its body and releasing it
in a sudden motion.

Figure 3: Two scout robots (shown next to a quarter
for scale).

For the scenario presented in this paper, each scout possesses
a miniature video camera and a wireless video transmitter.
The camera consists of a monochrome single chip CMOS
video sensor and a miniature pinhole lens. Video data is
broadcast back to a receiver via a 900 MHz analog video
transmitter. Each scout also possesses a miniature RF data
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Figure 4: The environment.

transceiver for receiving commands from rangers and trans-
mitting status information back. Scouts are discussed more
fully in Hougen et al. [7, 8].

4. SOFTWARE COMPONENTS

In order for the rangers and the scouts to coordinate their
efforts and work together properly, a proxy-processing sys-
tem has been developed which allows for the scout’s control
programs to run on a computer separate from the scout
hardware. This is important because the small size of the
scout’s design severely restricts the speed and computation
power of its on-board computer. The scout’s limited on-
board computational resources can only handle the most
basic low-level control routines, such as setting the pulse
width modulation frequency of the motor controllers, han-
dling the sensor payload, and decoding information received
on the inter-robot RF data link. High-level scout control is
achieved by executing the scout motion control algorithms
on a different computer. In the experiments described here,
all of the scout programs run as separate processes on the
ranger’s on-board computers. These scout control programs
send commands to the scout hardware through an RF data
link.

While this proxy-processing scheme means that each physi-
cal scout robot is dependent on a ranger robot, this does not
mean that the corresponding scout agent is not autonomous.
Rather, the scout agent can be seen as distributed, with its
sensors and effectors located in the scout robot and its be-
havioral controller located on board a ranger’s computer.
This takes advantage of the nature of artificial intelligent
agents—they are not limited to a single physical location.

We have developed behaviors for a scenario in which rangers
will find interesting areas to explore and deploy scouts into
them. In our scenario a ranger is placed in a building to tra-
verse the corridor and launch scouts into rooms that it finds

(a) Evidence grid. (b) After thresholding.

(c) Closest obstacles along path. (d) Area of right door.

wall

(e) Hough space of area of right door.

Figure 5: Processing of an evidence grid.

along its path. A second ranger is used as a communication
agent to coordinate the actions of the deployed scouts. The
scouts must find dark areas in which to conceal themselves
and watch for moving entities (such as people).

4.1 Ranger Behaviors

Door detection and motion control are solely based on sonar
input. Concurrent to the ranger’s motion, sonar readings
from two side-sonars and one front-sonar are integrated into
an evidence grid [5]. Evidence grids partition the world into
a number of discrete cells. Each cell carries a probability
value describing the likelihood of that part of the world be-
ing free space. A sensor model expresses the effect of a read-
ing from that sensor on the evidence grid. This allows for
readings from different sensor sources to be combined into
a unified model of the world. Here, the evidence grid covers
an area of 4 m x 4 m centered around the robot where each
cell is 6.25 cm on a side. The environment in Figure 4(a) is
perceived by the ranger as depicted in Figure 4(b). White
areas are considered free whereas black spots are likely to
contain obstacles. Gray regions indicate insufficient knowl-
edge to assume either occlusion state.

To identify doors or any other opening in a wall the evi-
dence grid surrounding the ranger (Figure 5(a)) is treated
as a grayscale image. Note that the ranger moves from left
to right in the image. First, a threshold is applied to re-



tain occluded regions resulting in Figure 5(b). Figure 5(c)
shows the cells containing obstacles closest to the axis of
motion. The remaining pixels to the left and right of the
ranger are split into two sub-images, one such image shown
in Figure 5(d), and then projected into Hough space to find
lines in the image that correspond to the walls. Figure 5(e)
shows the Hough space of the right side of the ranger. The
darkest pixel in this image corresponds to the location of
the wall with respect to the ranger. Lastly, openings are
searched for along these lines within a dynamically chosen
strip. If the opening is wide enough, i.e. about 1 m, then it
is classified as a door.

When a door is detected, the ranger moves back to center
itself in the door frame, turns to face the door and launches
a scout. After successful deployment, it continues to seek
out further rooms until all scouts have been exhausted from
the magazine.

4.2 Scout Behaviors

Several simple behaviors have been implemented for the
scouts. The only environmental sensor available to the scout
is its video camera, the use of which presents several prob-
lems. First, the scout’s proximity to the floor severely re-
stricts the area it can view at a time. Secondly, since the
video is broadcast over an RF link to the ranger for process-
ing, the quality of the received video often degrades due to
of range limitations, proximity of objects that interfere with
transmission, and poor orientation of the antennas. Figure 6
shows an example image received from the scout’s camera.
The RF noise degrading this image increases the difficulty
of distinguishing the objects from the background.

Figure 6: The world from the scout’s point of view.
Here the scout is viewing a lab bench and two chairs
at a range of 2m.

The scout behaviors are:

Locate Goal: Determining the location of the darkest (or
lightest) area of the room is accomplished by spinning
the scout in a circle and checking the mean value of
the pixels in the image. Since the scout has no en-
coders on its wheels to determine how far (or even

if) it has moved, frame differencing is used to deter-
mine whether motion took place. The circular scan is
accomplished in a number of discrete movements. Be-
fore each move, the scout must determine the quality
of the video and set a threshold to filter out RF noise.
This is accomplished by doing image differencing on
a stream of video and increasing a difference thresh-
old until RF noise is filtered out. Once the threshold is
set, the robot takes an image, rotates for half a second,
takes a new image, and subtracts the new image from
the old one. A large difference indicates movement.
There are several instances where this approach can
fail, however. First, if the transmitted image quality
is so low that motion in the image cannot be distin-
guished from noise. Second, if the robot is operating in
an area of very low light or very uniform color, there
may not be enough detail in the images to generate
significant differences.

Drive Towards Goal: Identifying a dark area to move to-
wards is a simple matter of scanning across the image
at a fixed level on or about the level of the horizon and
determining the horizontal position of the darkest area
in the image. The mean pixel values in a set of overlap-
ping windows in the image are determined. The scout
selects the darkest window and drives in that direction.
The scout knows that it should stop when its camera
is either pressed up against a dark object, or the scout
is in shadows. Scout motion in this behavior is con-
tinuous and the scout does not check its movements
by frame differencing (unlike the discrete movements
of the previous behavior). This is because the scout is
unable to move very quickly. The difference between
subsequent frames captured during forward motion is
minimal, making it very difficult for the robot to detect
forward motion.

Detect Motion: Detecting moving objects is accomplished
using frame differencing. Once the scout has been
placed in a single location, it sets its frame differenc-
ing noise threshold in the same way as described in
the Locate Goal behavior. The scout then subtracts
sequential images in the video stream and determines
whether the scene changes at all (caused by movement
in the image.)

Handle Collisions: If the scout drives into an obstacle, all
motion in the image frame will stop. If no motion is de-
tected after the scout attempts to move, it will invoke
this behavior and start moving in random directions
in an attempt to free itself. In addition to freeing the
scout from an object that it has driven into, this ran-
dom motion has an additional benefit. If the scout is
in a position where the video reception quality is ex-
tremely bad, the static in the image will prevent the
scout from detecting any motion (regardless of whether
it is hung up on an object). Moving the scout changes
the orientation of the antenna which may help improve
reception.

5. EXPERIMENTSAND RESULTS

Three different experiments were devised to test the scout
and ranger’s ability to function in an environment, report
back useful data and operate successfully as a team. The



Start

Figure 7: Top view of experiment 1.
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Figure 8: Experiment 1: Average distance (nine
runs) of the robot from the target. Distance is in
pixels, determined in Figure 7. 1 pixel is approxi-
mately 3cm.

first two experiments tested the ability of the scout to lo-
cate useful goals in various environments and move towards
them. The third experiment tested the ability of the rangers
and scouts to work together to achieve a useful goal.

5.1 Experiment 1

The first experiment was to determine, in a controlled envi-
ronment, how well the scout could locate and move towards
an appropriately dark area. This experiment was designed
to examine the scout’s behaviors in an analytical fashion.

For the first experiment, a controlled environment was con-
structed. This environment consisted of a 2.5 m x 3 m en-
closed rectangle with uniformly-colored walls. A1m x 0.5 m
black rectangle set up on one side of the environment as the
target for the scout. The scout was started 1.5 m away from
the center of the target.
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Figure 9: Experiment 2: Lab environment, showing
locations of the scout for all five runs. X marks
the starting position used in all runs and numbered
arrows correspond to final position and orientation
for individual runs. Ovals represent chairs under
which scouts may hide. Chairs are positioned at a
table and a lab bench, both of which also provide
hiding opportunities. Other objects are impassable.

Nine experiments were run to see how long it would take
the scout to locate the black target object and move itself
towards it. A camera was mounted on the ceiling of the
room and was used to view the progress of the robot from
above. A simple tracking algorithm was used to automati-
cally chart the progress of the scout as it moved towards the
target. Figure 7 shows the view from this camera as well
as a superimposed plot of the path that the scout took to
reach its objective during one of its nine runs. In each case,
the scout successfully located the target and moved towards
it.

Figure 8 shows a plot of average distance the scout was away
from the target vs. time for all of these runs. In the first
70-80 seconds, the scout uses its Locate Goal behavior to
find the dark spot. Once it identifies it, the scout starts its
Drive Towards Goal behavior until it comes in contact with
the goal, somewhere between 150 and 160 seconds.

5.2 Experiment 2

The second experiment was set up to determine how well the

scout could position itself in a more “real world” environment—

a somewhat cluttered office or lab space. For these experi-
ments, the scout’s ability to locate a dark area was combined
with the ability to turn towards the lighter areas and search
for moving objects.

Two environments were used for this experiment. One was a
lab environment with chairs, a table, lab benches, cabinets,
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Figure 10: Experiment 2: Office environment, show-
ing locations of the scout for all five runs. X marks
the starting position used in all runs and numbered
arrows correspond to final position and orientation
for individual runs. Ovals represent chairs under
which scouts may hide. Chairs are positioned at
a table and at two desks, all of which also provide
hiding opportunities. Other objects are impassable.

boxes, and miscellaneous other materials (see Figure 9). The
other was an office environment with chairs, a table, desks,
cabinets, and boxes (see Figure 10). The floor of the lab is
a shiny, light tile surface of relatively uniform color whereas
the floor of the office is a carpet of medium and dark piles
providing a high localized contrast. This difference in sur-
face brightness and contrast were accounted for in the scouts
vision behaviors which were effectively self-calibrating. Five
runs were conducted in each environment, using a fixed
starting point for the scout in each room (shown as an X
in Figures 9 and 10).

In four of the five runs in the lab environment, the scout
chose the same chair under which to hide (locations 1 & 3-5
in Figure 9). On run number 2, however, the scout wound
up roughly 0.5m out from under the chair in a relatively
exposed position (location 2 in Figure 9). In all five runs
the scout ended up facing towards a relatively bright area of
the room. However, in run 4 this happened to be towards
the rear of the room. Time required for these runs are given
in column 2 of Table 1.

Similarly, in four of the five runs in the office environment,
the scout chose the same chair as its destination (locations
1-3 & 5 in Figure 10). On run 4 the scout chose the other
nearby chair (location 4 in Figure 10). In four of the five
runs the scout wound up facing brightly lit areas roughly
towards the door of the office. On run 1, though, the scout
became physically stuck under the chair, forcing it to face
the somewhat darker area towards the back of the room.
Time required for these runs are given in column 3 of Ta-
ble 1.

While collecting data, several experiments had to be aborted

and restarted due to problems with radio communication. In
these experiments, the scout found itself surrounded by ob-
jects that interfered with RF transmissions. In other exper-
iments, the scout’s batteries ran low and had to be replaced
before data collection could continue.

5.3 Experiment 3

The third experiment was designed to determine if the com-
bined scout/ranger team could carry out an entire surveil-
lance mission. This mission combines all behaviors described
above. The scouts are initially manually loaded into the
launcher, mounted on Ranger 1. Rangers 1 and 2 are po-
sitioned as shown in Figure 11. From there on the actions
of the team are autonomous. Ranger 1 moves down the
hall, finds doors, and launches the scouts through doorways.
Each scout, through proxy processing with Ranger 2, finds
the darkest area visible from its landing site, drives to the
dark area, turns around to face the more brightly-lit room,
and begins watching for motion. In all of the experiments,
the scouts were able to detect the motion of a person walking
through the areas, either the lab or the office space. The fi-
nal positions of the scouts are also shown in Figure 11. Time
required for these runs are given in column 4 of Table 1.

Run Lab Office Coordinated
Environment | Environment Actions
1 3 4 11
2 4 4 8
3 3 4 19
4 2 6 11
5 5 4 14

Table 1: Duration of Experiments 2 (Lab and Office
Environments) and 3 (Coordinated Actions). Time
in minutes.

6. ANALYSIS

As can be seen from the experimental results, the scout
robots take a fair amount of time to reach their destina-
tions. The scouts currently have a maximum speed upwards
of 17 cm/s (10.2 m/min.) The majority of this reported run
time is taken up by the execution of the Locate Goal behav-
ior, during which the scout is only rotating in place. When
executing this behavior, the scouts must spin in a circle and
locate the darkest (or lightest) area in the environment. As
their cameras have a very narrow field of view, the scouts
must turn in a full circle in order to view the entire area.
Because the scout does not have any encoders on its wheels,
there is no way of knowing exactly whether or not it actu-
ally completed its rotation. Thus, the scout is programmed
to spin in place approximately twice to guarantee a full ro-
tation. In practice, due to the occasional command packet
that is lost due to RF noise, the scout will spin anywhere
between 1.5 and 1.75 times when executing this behavior.
Once the scout has located a patch of environment which is
“better” than the others, it must spin until it is oriented to-
wards it again. Because the scout has no encoders, it cannot
blindly turn back to the proper direction and start driving
forward. The scout must actively search for the previously
selected visual area. This two-step spinning can sometimes
take up to two minutes to execute.



Figure 11: Experiment 3: Coordinated agent behaviors, showing path taken by Ranger 1, launching sites, and
final location of scouts on all five runs (numbered arrows showing orientation and position). Ovals represent
chairs under which scouts may hide. Chairs are positioned at tables, desks, and lab benches, all of which also
provide hiding opportunities. Other objects are impassable.

When choosing a hiding place, the scout robot picks a di-
rection which has the darkest average pixel value and moves
towards it. In these experiments, the scout usually drove be-
neath the chairs or the desks. When approaching such an ob-
ject, the robot would occasionally drive right into one of the
legs of the piece of furniture, impeding its motion. The robot
would believe that its goal had been reached (its camera ap-
peared completely black) and would try to turn towards the
lighter areas of the room (away from the dark object that it
was pressed against). While rotating, the robot would often
collide with the supporting leg again, causing the Handle
Collision behavior to become active. The Handle Collision
behavior would cause the robot to make small random mo-
tions until it moved freely again. Executing this behavior
could take anywhere between 30-60 seconds, increasing the
overall completion time of the task.

The Handle Collisions behavior was observed to activate in
two other cases as well. The first case occurred when the
scout was facing a relatively featureless wall. While spin-
ning, the scout would detect no difference between the before
and after views of the wall. This would activate the Handle
Collisions behavior, usually moving the scout to a location
that had more visual information to analyze. The second
case occurred when the robot found itself in a place with
a great deal of RF interference. After setting the thresh-
old to remove the noise, the threshold would be too high
to allow recognition of any robot motion. Believing that

the scout was stuck, the Handle Collisions behavior would
activate and would usually move the robot out of the RF
“dead zone” and back into an area where it could transmit
a cleaner signal.

7. SUMMARY & FUTURE WORK

The system as presented in this paper handles a task where
cooperation increases performance by increasing reliability.
By having its sensors spread throughout the environment
with several agents, rather than concentrated on a single
agent, there is less chance of an observation being missed.
Further, because some of the agents are small and more eas-
ily hidden, even persons attempting to avoid detection by
the system are more likely to be detected than in the case of
a single, large robotic security guard. The controlling agent
architecture is distributed in nature, allowing the control-
ling algorithms for the smaller “computationally challenged”
robots to run on a computer separate from the physical body
of the robot. This provides for greater flexibility and power
for interpreting the environmental information provided to
the robot.

Future work will be to improve our system to handle security
and surveillance tasks that require cooperation. For exam-
ple, in some cases we may want members of our team to
work in locations beyond the range of their RF links to one
another. That is, while increasing the power and, therefore,
the range of the ranger radios would be highly beneficial,



there will always be cases where we would need our agents
to work at distances where direct communication between
supervisors and their subordinates is not possible. We plan
to use some team members as mobile communication relays
(as well as mobile sensors) to achieve success in such do-
mains. Finally, the problem of retrieving the scouts will be
explored. Actuators could be added to the rangers which
would allow them to retrieve the scout robots once the mis-
sion was completed. In the described experimental scenar-
ios, there is no plan for recovery of the scout robots once
they are deployed. In a field application, the scout robots
could very well be disposable. Retrieving scouts is a chal-
lenging problem which is compounded by the fact that at the
end of a mission, the scout robots may have drained their
batteries completely. In this case, the scouts would not be
able to rendezvous with the ranger for a pickup, requiring
that the ranger actively search for them.
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