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Abstra
tThis paper des
ribes a demonstration-based pro-gramming system in whi
h a mobile robot observesthe a
tions of a human performing a multi-step task.From these observations, the robot determines whi
hof its pre-learned 
apabilities are required to repli
atethe task and in what sequen
e they must be ordered.The fo
us of this paper is on the Hidden Markov Modelmethod used to learn and 
lassify the a
tions as \ges-tures". A preliminary system demonstration is alsodes
ribed in whi
h the robot observes the human per-forming a blo
k distribution task. During the demon-stration, the robot a
tively follows the demonstrator tomaintain its vantage point and to infer spatial rela-tionships.1 Introdu
tionGesture-based programming [10℄, or programmingby demonstration, is a powerful tool whi
h 
an be usedto impart abstra
t knowledge about a task to a roboti
system in an extremely short amount of time. In thismethod of training, a task expert, su
h as a human (oranother robot), does the a
tions ne
essary to 
ompletea task, or gestures in su
h a way as to impart symboli
knowledge about the task.The primary bene�t of this method is that thetrainer does not have to provide the robot with anexa
t model of all of the a
tions ne
essary to a

om-plish its goal. All the trainer needs do is present theparameters of these a
tions to the robot. Su
h param-eters may in
lude what kinds of obje
ts to a�e
t bythe a
tion, where the robot should be oriented whileexe
uting the a
tion, and so forth.In this paper, a programming by demonstrationsystem is des
ribed. This system, implemented on asmall mobile robot, makes use of the robot's vision sys-tem to analyze and 
lassify parti
ular a
tions that the

human performs. These a
tions are 
lassi�ed usinga Hidden Markov Model (HMM) [8℄ representation.HMMs are used be
ause they are 
apable of identi-fying a parti
ular de
ision model out of a seeminglyrandom set of observable symbols. This approa
h isextremely powerful be
ause it allows one to determinethe underlying intention behind an a
tion whi
h maynormally appear ambiguous.2 Related WorkA large amount of resear
h has been devoted tothe gesture-based or demonstration-based program-ming paradigm. Voyles and Khosla [11℄ has developeda system of gesture-based programming based on amulti-agent model of \en
apsulated expertise." Robotto robot a
tion re
ognition and 
ooperation has beensu

essfully a

omplished using a stereo vision systemby Kuniyoshi [5℄. Bakker and Kuniyoshi [2℄ extendedthis to \learning by imitation" in whi
h a robot learnsits behaviors by observing the behaviors of anotherrobot. Pook and Ballard [7℄ have generated a work-ing system whi
h learns the parameters for teleoper-ated manipulations. Zhu [16℄ made use of HMMs forthe re
ognition and avoidan
e of obsta
les for dynami
path planning of a mobile robot. Lee and Xu [6℄ builta gesture-based programming system in whi
h HMMswere used to 
lassify sign-language gestures from aCyberglove. HMMs have also been used by Yang etal. [14℄ for learning the mapping from position traje
-tory in Cartesian and joint spa
e as well as learning avelo
ity traje
tory in Cartesian spa
e from the teleop-erated 
ontrol of a manipulator. Another example ofhow HMMs 
an be used to 
lassify 
ontinuous gesturesand is in written symbol re
ognition [15℄.HMMs have been used quite su

essfully in purelyvision-based gesture re
ognition systems as well.Starner and Pentland have developed a system for re
-
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Figure 1: Ar
hite
ture of the Demonstration-Based Programming System
ognizing Ameri
an Sign Language (ASL) symbols [9℄.Wilson and Bobi
k developed a system for 
lassify-ing human motions using a variation on the standardHMM framework [12℄. Brand et al re
ognize Tai Chimotions with another variant on the standard HMMframework [3℄.There are many others working on gesture re
ogni-tion with HMMs, but these 
ontributed most to ourinspiration for this paper. Our HMM is des
ribed inse
tions 3 and 4.2.
3 Hidden Markov Models

Hidden Markov models are used to model the un-derlying pro
esses of a system whose inner work-ings 
annot be 
ompletely observed. This is a use-ful method for determining the underlying pro
essesbehind the individual 
omponents of a gesture. A fun-damental assumption that 
an be made about humangestures is that simply observing a gesture is not suf-�
ient to extra
t the underlying stru
ture behind it[15℄. The same gesture may appear to a naive systemto be di�erent when repeated by di�erent people underdi�erent 
ir
umstan
es. A HMM attempts to 
lassifythe underlying stru
ture of the gesture and 
orrelateit with the a
tual observed input.Gestures or spee
h (or any other kind of sig-nal 
ontinuous signal) 
an be dis
retized and rep-resented as single-dimensional strings of observationsymbols, O = (o1; o2; : : : ; on). An algorithm 
alledthe Forward-Ba
kward algorithm [8℄ is used to deter-mine the likelihood that a given HMM, �, produ
eda string of observed symbols. In order to adjust theparameters of an HMM to re
ognize a parti
ular 
lassof observation symbols, an algorithm known as Baum-Wel
h is used [8℄.

4 Demonstration-Based ProgrammingThe demonstration-based programming system de-s
ribed in this paper 
onsists of three se
tions, asshown in Figure 1. The �rst part is a signal pre-pro
essor, whi
h �lters the raw sensor data into a formthat is usable by the rest of the system. The se
ondpart is the gesture 
lassi�er whi
h uses a HMM repre-sentation of gestures to re
ognize those made by thetea
hing human. The third part is the roboti
 skillsystem whi
h 
ontains all of the sensory-motor skillsne
essary for the robot to intera
t with its environ-ment.This system is implemented on an RWI Pioneer 1[1℄ mobile robot out�tted with a Newton Labs Fast-Tra
k Color Vision System (FTVS) [13℄. All softwareis written in C++ using the Saphira 6.1f API [4℄ run-ning under Linux. The vision system performs 
olorsegmentation on the image, given user-de�ned param-eters. The FTVS has three separate data 
hannelswhi
h it 
an use to tra
k di�erent 
olors. Regions inthe image whi
h 
orrespond to these 
olors are ana-lyzed and statisti
s about largest single blob in theimage are 
omputed at 60Hz. One 
hannel is de�nedexpli
itly for the tea
her 
olor. The other two 
han-nels are de�ned as \data" 
hannels whi
h 
olors ofobje
ts that the robot 
an manipulate are stored in.4.1 Signal Pre-Pro
essorSeveral steps are ne
essary to 
ompress the raw vi-sual information into a form that the robot 
an under-stand and immediately a
t upon. The FTVS returnsstatisti
s about ea
h of the three 
olored blobs thatit tra
ks. These statisti
s in
lude 
enter of mass, areaand perimeter of a bounding box surrounding the blobof 
olor. These statisti
s are passed into data moduleswhi
h dis
retize the sensor data at 10Hz. This �rst-



pass dis
retization 
onsists of reporting �X and �Yof the 
enter of mass for ea
h 
hannel from one timestep to another.Two obje
t tra
king modules analyze the values of�X and �Y 
oming from the previous step and deter-mines whether the motions of the blobs in the imageframe 
orrespond to gesture segments. Gestures arerepresented as sequen
es of symbols whi
h des
ribethe motion of an obje
t through time and spa
e. If anobje
t is seen to move, this movement is 
lassi�ed aseither a horizontal or a verti
al displa
ement. If therelative positions of the blobs in the tea
her 
hanneland a data 
hannel 
hanges, this movement is 
lassi-�ed as an in
rease or de
rease in relative proximity ofthose two 
hannels. In either 
ase, these symbols aregenerated and 
on
atenated into a single-dimensionalstream and are passed into the gesture 
lassi�er.4.2 Gesture Classi�erEa
h gesture that the robot must re
ognize is repre-sented as a unique HMM. When a new gesture is to belearned by the robot, a new HMM representation mustbe 
reated and trained on sample gesture data. Thehuman tea
her provides a data set of sample gesturesthat is used by the Baum-Wel
h algorithm to train thenew HMM. On
e trained, this HMM is loaded into adatabase and is ready for use.When the human performs a gesture for the robot,the strings of symbols, O = (o1; o2; : : : ; on), generatedby both the obje
t tra
king modules are fed into theHMM 
lassi�er. In order to 
lassify this gesture, thevalue of P (Oj�i) must be generated for ea
h HMM inthe database. The Forward-Ba
kward algorithm is ap-plied to 
al
ulate the likelihood for ea
h HMM. On
eall the values of P (Oj�i) have been 
al
ulated, a 
on-�den
e measure (similar to Lee & Xu [6℄) is 
al
ulatedfor ea
h �i. This 
on�den
e measure is de�ned as:Ci =Xk 6=i log(P (Oj�k))log(P (Oj�i)) :Finally, a HMM is only 
hosen if Cj > Pk 6=j Ck.Under this restri
tion, the \best" HMM in this winner-take-all strategy must produ
e a value of P (Oj�i) thatis signi�
antly better than all of the others. If nosu
h HMM 
an generate this 
on�den
e, the systemreports that it 
annot 
lassify the gesture as it is tooambiguous.There are two data 
hannels feeding their observedsymbol streams into the gesture 
lassi�er. All of thegestures in the database are 
hannel-independent, soit is possible that a HMM 
ould be 
hosen for one

string of observed symbols and another HMM 
ouldbe 
hosen for the other string. In this 
ase, the HMMwith the highest value of Cj is 
hosen and that gesture(in the appropriate 
hannel) is sele
ted. The systemis 
urrently not able to 
lassify two gestures o

urringsimultaneously.The gestures that the robot is programmed to re
-ognize are the following:� Move Towards Obje
t� Move Away from Obje
t� Drop Obje
t� Grab Obje
t
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Figure 2: Bakis (left-right) HMM, with labeled statesand state transitions.In order to determine the proper topology of theHMM (how many states are ne
essary) to appropri-ately 
lassify gestures, several di�erent topologies ofHMM were tried. For the gestures that were to be an-alyzed, the best number of states (in terms of expres-siveness and generality) was found to be four. Thus,for the implementation of this system, ea
h HMMhad four states of whi
h ea
h state 
ould generatesix observable symbols. The topology of the HMMswas also kept reasonably simple. For the re
ogni-tion of the gestures, a simple Bakis (left-right) HiddenMarkov Model is used, as shown in Figure 2. As themodel 
hanges state, moving from left to right, thestates to the left be
ome ina

essible. This parti
ularstru
ture of HMM is used extensively in the spee
h-re
ognition 
ommunity [8℄ be
ause of its ability to
lassify time-dependent sequen
es of symbols. Spee
hdata is assumed to be time-dependent and non-
y
li
and this assumption works well for gesture 
lassi�
a-tion. The following additional restri
tion is pla
ed onthe state transitions for this model: aij = 0 if j < i orj > (i + 1). This means that ea
h state in the Bakismodels used for this data 
an only transition to itselfor to the state immediately to the right.4.3 Robot Skill SystemThe �nal part of the demonstration-based program-ming system is the database of skills that the robot is



programmed with. A skill is a sensor-motor primitivethat allows the robot to intera
t with its environment.Without this basi
 level of 
ompeten
e, the robot isunable to do any useful work.All of the gestures that the robot knows how to re
-ognize in its HMM database have a 
orresponding skillasso
iated with them. When a robot re
ognizes a ges-ture, it determines the skill that 
orresponds to thatgesture and re
ords the index of that skill as well asthe Cartesian 
oordinates of where it was when it sawthat gesture in its plan exe
ution sequen
er. Whenthe robot has learned the task (i.e. the human hasstopped demonstrating), the robot exe
utes ea
h a
-tion stored in its plan exe
ution sequen
er in the orderthat it saw them.All of the known gestures have a 
orresponding skillasso
iated with them. However, not all skills havea 
orresponding gesture. The mapping between therobot's gestures and some of its skills is shown in Ta-ble 1. The skills that do not have an asso
iated gestureare generally used as part of the training pro
ess orare used for assisting the robot as it moves about theenvironment on its own. The 
omplete list of skills is:� Approa
h: This skill uses a 
losed-loop 
ontrolroutine to move about in its immediate lo
ationand sear
h for an obje
t of an appropriate 
olor.On
e one is found, the robot visually servos nearto the obje
t but not 
lose enough to disturb it.� Retreat: This skill moves the robot away froman obje
t so that it will not disturb or push it in-advertently when it travels to a di�erent lo
ation.� Grasp: This skill allows the robot to maneuveritself 
lose enough to the obje
t and then use aopen-loop 
ontrol routine to grasp the obje
t asit moved out of range of the 
amera (whi
h hap-pened when the obje
t was within 6 in
hes of therobot).� Release: This skill is simply the inverse of thegrab obje
t skill.� Follow: This skill is used ex
lusively when therobot is being trained by the task expert. Whenthe robot 
omes within a meter of the tea
her,it stops and waits until the tea
her gestures ormoves again.� Travel: This skill moves the robot from one lo
a-tion (stored in Cartesian 
oordinates) to anotherlo
ation.

Gesture SkillMove Towards Obje
t Approa
hMove Away from Obje
t RetreatDrop Obje
t ReleaseGrab Obje
t GraspTable 1: The mapping from gesture to skills
5 Experiments5.1 Gesture Re
ognitionEa
h HMM in the gesture 
lassi�
ation database istrained with 25 sample gestures of a parti
ular type.To test the 
lassi�
ation system, 100 additional testsamples of ea
h kind of gesture are obtained. Ea
hsample is fed into the HMM 
lassi�er, and the val-ues for P (Oj�i), and Ci are 
omputed for ea
h. Theresults are shown in Table 2. In the se
ond 
olumn,a value of less than 100% in the P (Oj�i) 
olumn in-di
ates that the system 
ould potentially mis-
lassifygestures if the 
lassi�
ation was a

omplished usinglikelihood 
al
ulations alone. The values in the third
olumn represent the per
entage rate of how manytimes the system was 
on�dent of its 
lassi�
ation. Alow value here would mean that the system �nds thatparti
ular gesture too ambiguous and would ele
t notto 
lassify it all instead of risking a mis
lassi�
ation.No mis-
lassi�
ations o

urred for this initial experi-ment.To illustrate an example of the amount of variationbetween gestures of the same type, Figure 3 showsthe likelihood values from testing 100 di�erent in-stan
es of a Grab Obje
t gesture. The four 
onne
tline graphs represent all four of the HMMs stored inthe system. The top-most set of points (denoted by'+' symbols) represents the likelihood returned fromthe HMM trained to re
ognize the Grab Obje
t ges-ture. The other three set of points represent the like-lihood returns from the other gestures. A

ording toTable 2, every value for P (Oj�i) 
orre
tly 
lassi�esthe data, even though the log of the probability val-ues returned from the Forward-Ba
kward algorithm
u
tuates between -50 and -100.The 
al
ulation of the 
on�den
e values over thesame set of gestures and HMMs is shown in Figure 4.As in the previous �gure, the data returned from theHMM that was trained on the Grab Obje
t (on
eagain delimited by a '+') has a mu
h higher value thanthe three other HMMs. However, there are gestures



Gesture P (Oj�i) CiGrab Obje
t 100% 94%Drop Obje
t 100% 92%Move Towards Obje
t 100% 97%Move Away from Obje
t 100% 99%Table 2: Su

ess rate for 
lassi�
ation of gestures
in this sequen
e whi
h the system is not very 
on�-dent about, Cj � Pk 6=j Ck, and thus the per
entage
orre
t 
lassi�
ation for the 
on�den
e fa
tor is only94%.
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ulation of P (Oj�i) for all four HMMs,using the gesture data from Grab Obje
t
5.2 Initial System Demonstration

Having proven that the re
ognition system was rea-sonably robust, the whole system was put through apreliminary test. A pile of boxes of two di�erent 
ol-ors was assembled and pla
ed in the 
enter of a room.The task for the robot was to sort the boxes into toseparate piles by observing a human do it �rst, as seenin Figure 5. The robot su

essfully learned ea
h of thegestures and was then able to 
omplete the entire sort-ing task by 
ontinuously applying the sequen
e of ges-tures that it had originally learned from the human.Even though the 
onditions for the test were overlysimpli�ed and the test itself was somewhat 
ontrived,the initial results were en
ouraging.
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Figure 4: Cal
ulation of Ci for all four HMMs, usingthe gesture data from Grab Obje
t

Figure 5: Training the robot to sort blo
ks
6 Summary and Con
lusionsA demonstration-based programming system wasdeveloped whi
h allows a human to train a robot ona task by performing a series of a
tions or gestures.By demonstrating the a
tions for the robot, the hu-man 
an let the robot extra
t relevant parameters forthe task (su
h as the Cartesian position where the a
-tion should take pla
e). The robot follows the humanaround the environment and tries to be as unobtru-sive as possible so as to let the human 
omplete itstask. The robot provides feedba
k to the human whenit fails to re
ognize a gesture so that the human 
anknow to re-demonstrate the task.A set of simple gestures and 
orresponding a
tionswas de�ned and implemented on a mobile robot. Thegesture-re
ognition system was tested and found to



be reasonably robust in its 
lassi�
ation of gestures.The whole system was put through a preliminary test,and the results and outlook for the system are veryen
ouraging.7 Future WorkThe �rst extension will be to develop more gestureswhi
h involve more than just the visual system of therobot. There is a ri
h set of information that 
an beobtained from using the robot's other sensors su
h asits sonars and bumpers. By fusing this informationwith the visual gesture data, more powerful and de-s
riptive gestures 
an be developed to des
ribe more
ompli
ated tasks.An interesting departure from stri
tly human torobot gesture re
ognition is that of robot to robotgesture/a
tion re
ognition. If a single robot is pro-grammed with a parti
ular task and exe
utes it, an-other robot 
ould be programmed with that task sim-ply by wat
hing the �rst one. In teams of robots wherethere are many parallel tasks that must be done, twospe
i�
 
lasses of robots 
ould be used: spe
ialists and
oaters. The spe
ialists would be programmed aheadof time to do a parti
ular task, while the 
oaters wouldmove about and assist the spe
ialists as needed. The
oaters would observe the spe
ialists doing their tasksand then be able to assist them appropriately. On
ethe 
oaters were no longer needed, they would moveo� to �nd another spe
ialist to assist. Future exten-sions of this work will take this s
enario and otherslike it into a

ount.A
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