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Abstrat We desribe a software arhiteture used to ontrol the operations of agroup of miniature mobile robots alled Souts. Due to their small size,the Souts rely on a proxy proessing sheme where they reeive om-mands and transmit sensor information over RF hannels to a ontrol-ling workstation. Beause the bandwidth of these hannels is limited, asheduling system has been developed that allows the robots to sharethe bandwidth. Experimental results are desribed.Keywords: Miniature robots, distributed sensing, resoure sharing1. IntrodutionTasks with multiple robots require a software framework in whih be-haviors an be easily integrated, and in whih aess to resoures anbe sheduled and managed by the ontrolling software without muhuser intervention. We have developed a distributed software system forontrolling a group of small, mobile robots whih have extremely lim-ited on-board omputing apabilities. These robots, alled Souts, areompletely reliant upon a proxy proessing sheme for all their omput-ing needs, inluding the digitizing and proessing of the video data theybroadast over a �xed-frequeny analog radio link.The ommuniation hannels the Souts use to send and reeive in-formation are very limited in power and throughput. As a result, aess
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2to these hannels must be expliitly sheduled so that the demand forthem an be met while maintaining the integrity of the system's oper-ation. The Sout ontrol arhiteture has been developed to take thesefators into aount.We present experimental results on a distributed surveillane task inwhih multiple Souts automatially position themselves in an area andwath for motion. We disuss how the limited ommuniation bandwidtha�ets robot performane.2. Sout RobotsSouts are miniature (11.5 m in length and 4 m in diameter) robotisystems designed for surveillane and reonnaissane tasks (Rybski et al.,2000). They have a video amera whih they use to transmit images to aremote soure. They ommuniate over a paketized RF ommuniationslink using an ad-ho networking protool. Due to the Sout's limitedvolume and power onstraints, the two on-board omputers are onlypowerful enough to handle ommuniations and atuator ontrols. Alldeisions and sensor interpretations are done on an o�-board workstationor by a human teleoperator. Figure 1 shows a group of the robots.

Figure 1. The eet of Sout robots.
Video data is broadast over a �xed-frequeny analog radio link andmust be aptured by a video reeiver and fed into a framegrabber fordigitizing. Beause the video is a ontinuous analog stream, only onerobot an broadast on a given frequeny at a time. Signals from mul-



Programming and Controlling the Operations 3tiple robots transmitting on the same frequeny disrupt eah other andbeome useless.The RF limitations of the Sout pose a ouple of fundamental diÆul-ties when trying to ontrol several of them. First, the ommand radiohas a �xed bandwidth. This limits the number of ommands it antransmit per seond, and therefore limits the number of Souts that anbe ontrolled simultaneously. Currently, we operate on a single arrierfrequeny, with a ommand throughput of 20-30 pakets/seond, whihis suÆient to ontrol 4 to 5 Souts.The most important problem is that there are not enough frequeniesavailable in ommerial o� the shelf video transmitters to allow for alarge number of simultaneous analog transmissions. With the urrentSout hardware we have only two video frequenies. As a result, videofrom more than two robots requires interleaving the time eah robot'stransmitter is on. Thus, an automated sheduling system is required.3. Dynami Resoure AlloationWe have designed a distributed software arhiteture (Stoeter et al.,2000), whih dynamially oordinates hardware resoures aross a net-work of omputers and shares them between lient proesses.Aess to physial hardware is ontrolled through omponents (soft-ware proesses) alled Resoure Controllers (or RCs). If a deision proessneeds to use a resoure, it must be granted aess to its RC. Resouresthat an only be managed by having simultaneous aess to groups ofRCs are handled by a seond layer omponents alled Aggregate ResoureControllers (or ARC).In order for a proess to ontrol a Sout, several physial resoures arerequired. First, a robot not urrently in use by another proess mustbe seleted. Next, a ommand radio with the apaity to handle thedemands of the proess is needed. If the Sout is to transmit video,exlusive aess to a �xed video frequeny is required, together with aframegrabber onneted to a tuned video reeiver.Eah instane of these four resoures is managed by its own RC. InFigure 2 solid lines indiate whih RCs the ARCs urrently have aessto. Dashed lines indiate RCs whih are exlusive aess only and anonly support ontrol from a single ARC. The Radio RC is an exeptionto this, as it is a sharable RC. Sine ARC-2 has aess to all of its RCs,it an run. ARC-1 annot run beause it is waiting on two RCs.Aess to RCs must be sheduled when there are not enough RCs tosatisfy the requirements of the ARCs. A entralized proess alled theResoure Controller Manager maintains a master shedule of all
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Figure 2. An example of how a deision proess ontrols RCs by onneting to asingle ARC.
ative ARCs and grants aess to eah of their RCs when it is their turnto run. When requesting aess to a set of RCs, an ARC must speify aminimum amount of time that it must run to get any useful work done.The Resoure Controller Manager's sheduling algorithm triesto grant simultaneous aess to as many ARCs as possible. The ARCsthat have some RCs in ommon are examined to determine whih ARCsan operate in parallel and whih are mutually exlusive. ARCs whihrequest a non-sharable RC annot run at the same time and must breaktheir total operating time into slies. ARCs whih have a sharable RC inommon may be able to run simultaneously, assuming that the apaityrequests for that sharable RC do not exeed its total apaity. Onethe ARC shedule has been onstruted, the Resoure ControllerManager exeutes it and takes are of notifying the RCs whih ARCthey should talk to at any given point in the shedule.4. Experimental ResultsIn the experiments the Souts are used in a distributed surveillanetask where they are deployed into an area and wath for motion. Thisis useful in situations where it is impratial to plae �xed amerasbeause of diÆulties relating to power, portability, or even the safetyof the operator.Several simple behaviors have been implemented to do the task. Allthe behaviors use the video amera, whih urrently is the only envi-ronmental sensor available to the Sout. These behaviors inlude LoateGoal whih rotates the Sout in plae while searhing the area aroundit for a target area of interest, Drive Toward Goal whih visually servosthe robot to an area of interest, Handle Collisions whih helps disengage



Programming and Controlling the Operations 5the Sout from an obstale, and Detet Motion in whih the Sout robotreports whether something in its �eld of view is moving.To test the ability of the Souts to operate in a real-world environ-ment, a test ourse was set up in our lab using hairs, lab benhes,abinets, boxes, and misellaneous other materials. The goal of eahSout was to �nd a suitable dark hiding plae, move there, turn aroundto fae a lighted area of the room, and wath for motion.

Figure 3. A top-down view of the room where the experiments were onduted.White areas are open spae, gray areas are hiding spaes, and blak areas are obstales.The square outline in the enter shows where the Souts were started, the dotted lineindiates the path of the moving target, and the dots are the hiding positions of theSouts.The environment, shown in Fig. 3, is 6.1 by 4.2m and has a number ofseluded areas in whih the Souts ould hide. The Souts were startedat the enter of the room and were pointed at one of 8 possible orien-tations. Both the position and orientation were hosen from a uniformrandom distribution.The moving target the Souts had to detet was a ommerial mobilerobot, hosen for its ability to repeatedly travel over a path at a onstantspeed. The target moved at a speed of approximately 570mm/s andtraversed the the room in 8.5 seonds on average. One it had moved 16feet into the room, it turned around and moved bak out again. With a4 seond average turn time, the average time the target was in the roomwas 21 seonds.When Souts shared a single video frequeny, only one Sout at a timeould aess the video frequeny. Aess was alloated and sheduledby the Resoure Controller Manager. The amount of time eahbehavior ould use the video frequeny was set to 10 seonds, 3 seonds



6of whih were needed every time for the video-transmitter to warm up,so leaving 7 seonds for useful work.Four di�erent ases were tested: (1) a single Sout using a singlevideo frequeny, (2) two Souts sharing a single video frequeny, (3) twoSouts using two di�erent video frequenies, (4) four Souts sharing twodi�erent video frequenies. We run a total of 200 trials, with di�erenthiding positions and number of souts.To evaluate the motion detetion abilities of the Souts and to deter-mine the e�et of sharing the video frequeny, the atual time the targetwas seen (shown in Fig. 5) was ompared to the potential time that thetarget ould have been seen given the Sout positions (shown in Fig. 4).This potential time was alulated by analytially omputing how longthe target would be within the �eld of view of the Sout, independentlyon the state of ativity of the Sout.
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Figure 4. The potential time (in se-onds) the Souts ould have been seenthe moving robot. (1) one Sout, (2)two Souts on a single frequeny, (3)two Souts on two di�erent frequen-ies and (4) four Souts on two di�er-ent frequenies. Plots show means andstandard deviations.

Figure 5. The atual time (in se-onds) the Souts deteted motion. (1)one Sout, (2) two Souts on a singlefrequeny, (3) two Souts on two dif-ferent frequenies and (4) four Soutson two di�erent frequenies. The plotsshow means and standard deviations.
One Sout on a single frequeny had a muh higher suess rate thantwo Souts on a single frequeny. This was expeted beause when theSouts had to take turns with the video frequeny, they ould easily missthe target. The shorter the time the target was in the �eld of view, thesmaller was the opportunity for the Sout to detet it, even when therewas no swapping beause a single frequeny was used. Using a larger



Programming and Controlling the Operations 7number of Souts inreased the viewable area traversed by the targetand the time that the target was in view, and dereased the varianes.The area viewed by four Souts was signi�antly greater than theareas viewed in the other ases, but not by a fator of four over thatviewed by one Sout nor by a fator of two over that viewed by twoSouts. The environment was suh that there was usually a great dealof overlap in the areas viewed by individual Souts. Redundany wasprobably not as useful in this environment, but would probably be moree�etive in larger or more segmented environments. More details on theexperiments are in (Rybski et al., 2001).5. Related WorkDue to the small size, most miniature robots use proxy proessing, asin Inaba et al. (Inaba et al., 1996), and ommuniate via a wireless linkwith the unit where the omputation is done. This beomes a problemwhen the bandwidth is limited, as in the ase of our Souts. Beause oftheir limited size, not only all proessing is done o�-board but also theommuniation is limited to a few ommuniations hannels.A number of software arhitetures have been proposed for multiplerobots, many of them desribed in (Kortenkamp et al., 1998). Our ar-hiteture has some similarities with ALLIANCE (Parker, 1998) andCAMPOUT (Pirjanian et al., 2000). The major di�erene is that wefous on resoure alloation and dynami sheduling, while other arhi-tetures are designed for more omplex behavior fusion.Resoure alloation and dynami sheduling are essential to ensurerobust exeution. Our work fouses on dynami alloation of resouresat exeution time, as opposed to analyzing resoure requests o�-line, asin (Atkins et al., 2001; Durfee, 1999), and modifying the plans whenrequests annot be satis�ed. Our approah is speially suited to unpre-ditable environments, where resoures have to be alloated in a dynamiway that annot be predited in advane. We rely on the wide body of al-gorithms that exists in the area of real-time sheduling (Stankovi et al.,1998) and load balaning (Cybenko, 1989).6. Summary and Future WorkAn essential feature of the distributed software ontrol arhiteturewe presented is the ability to dynamially shedule aess to physialresoures, suh as ommuniation hannels and framegrabbers, that haveto be shared by multiple robots.We have also presented system issues related to the ontrol of multi-ple robots over a low bandwidth ommuniations hannel. Experimental



8results illustrating the ability of the Sout to position itself in a loationideal for deteting motion and the ability to detet motion have beenshown. Future work is planned to allow the Souts to make use of addi-tional sensor interpretation algorithms for more omplex environmentalnavigation. Ultimately, we hope to have the Souts onstrut a rudi-mentary topologial map of their surroundings, allowing other robots orhumans to bene�t from their explorations.We believe that a ombination of intelligent sheduling and more ex-ible hardware will allow a larger number of Sout robots to operate si-multaneously in an e�etive manner.ReferenesAtkins, E. M., Abdelzaher, T. F., Shin, K. G., and Durfee, E. H. (2001). Planning andresoure alloation for hard real-time, fault-tolerant plan exeution. AutonomousAgents and Multi-Agent Systems, 4(1/2):57{78.Cybenko, G. (1989). Dynami load balaning for distributed memory multiproessors.Journal of Parallel Distributed Computing, 7(2):279{301.Durfee, E. H. (1999). Distributed ontinual planning for unmanned ground vehileteams. AI Magazine, 20(4):55{61.Inaba, M., Kagami, S., Kanehiro, F., Takeda, K., Tetsushi, O., and Inoue, H. (1996).Vision-based adaptive and interative behaviors in mehanial animals using theremote-brained approah. Robotis and Autonomous Systems, 17:35{52.Kortenkamp, D., Bonasso, R. P., and Murphy, R. (1998). Arti�ial Intelligene andMobile Robots. AAAI Press/MIT Press.Parker, L. E. (1998). ALLIANCE: An arhiteture for fault tolerant multi-robot o-operation. IEEE Trans. on Robotis and Automation, 14(2):220{240.Pirjanian, P., Huntsberger, T., Trebi-Ollennu, A., Aghazarian, H., Das, H., Joshi,S., and Shenker, P. (2000). CAMPOUT: a ontrol arhiteture for multirobotplanetary outposts. In Pro. SPIE Conf. Sensor Fusion and Deentralized Controlin Roboti Systems III.Rybski, P. E., Papanikolopoulos, N., Stoeter, S. A., Krantz, D. G., Yesin, K. B.,Gini, M., Voyles, R., Hougen, D. F., Nelson, B., and Erikson, M. D. (2000).Enlisting rangers and souts for reonnaissane and surveillane. IEEE Robotisand Automation Magazine, 7(4):14{24.Rybski, P. E., Stoeter, S. A., Gini, M., Hougen, D. F., and Papanikolopoulos, N.(2001). Performane of a distributed roboti system using shared ommuniationshannels. Tehnial Report 01-031, Computer Siene and Engineering Depart-ment, University of Minnesota.Stankovi, J., Spuri, M., Ramamritham, K., and Buttazzo, G. (1998).Deadline Shedul-ing For Real-Time Systems: EDF and Related Algorithms. Kluwer Aademi Pub-lishers, Boston.Stoeter, S. A., Rybski, P. E., Erikson, M. D., Gini, M., Hougen, D. F., Krantz, D. G.,Papanikolopoulos, N., and Wyman, M. (2000). A robot team for exploration andsurveillane: Design and arhiteture. In Pro. of the Int'l Conf. on IntelligentAutonomous Systems, pages 767{774, Venie, Italy.


