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Abstra
t We des
ribe a software ar
hite
ture used to 
ontrol the operations of agroup of miniature mobile robots 
alled S
outs. Due to their small size,the S
outs rely on a proxy pro
essing s
heme where they re
eive 
om-mands and transmit sensor information over RF 
hannels to a 
ontrol-ling workstation. Be
ause the bandwidth of these 
hannels is limited, as
heduling system has been developed that allows the robots to sharethe bandwidth. Experimental results are des
ribed.Keywords: Miniature robots, distributed sensing, resour
e sharing1. Introdu
tionTasks with multiple robots require a software framework in whi
h be-haviors 
an be easily integrated, and in whi
h a

ess to resour
es 
anbe s
heduled and managed by the 
ontrolling software without mu
huser intervention. We have developed a distributed software system for
ontrolling a group of small, mobile robots whi
h have extremely lim-ited on-board 
omputing 
apabilities. These robots, 
alled S
outs, are
ompletely reliant upon a proxy pro
essing s
heme for all their 
omput-ing needs, in
luding the digitizing and pro
essing of the video data theybroad
ast over a �xed-frequen
y analog radio link.The 
ommuni
ation 
hannels the S
outs use to send and re
eive in-formation are very limited in power and throughput. As a result, a

ess
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ed Resear
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2to these 
hannels must be expli
itly s
heduled so that the demand forthem 
an be met while maintaining the integrity of the system's oper-ation. The S
out 
ontrol ar
hite
ture has been developed to take thesefa
tors into a

ount.We present experimental results on a distributed surveillan
e task inwhi
h multiple S
outs automati
ally position themselves in an area andwat
h for motion. We dis
uss how the limited 
ommuni
ation bandwidtha�e
ts robot performan
e.2. S
out RobotsS
outs are miniature (11.5 
m in length and 4 
m in diameter) roboti
systems designed for surveillan
e and re
onnaissan
e tasks (Rybski et al.,2000). They have a video 
amera whi
h they use to transmit images to aremote sour
e. They 
ommuni
ate over a pa
ketized RF 
ommuni
ationslink using an ad-ho
 networking proto
ol. Due to the S
out's limitedvolume and power 
onstraints, the two on-board 
omputers are onlypowerful enough to handle 
ommuni
ations and a
tuator 
ontrols. Allde
isions and sensor interpretations are done on an o�-board workstationor by a human teleoperator. Figure 1 shows a group of the robots.

Figure 1. The 
eet of S
out robots.
Video data is broad
ast over a �xed-frequen
y analog radio link andmust be 
aptured by a video re
eiver and fed into a framegrabber fordigitizing. Be
ause the video is a 
ontinuous analog stream, only onerobot 
an broad
ast on a given frequen
y at a time. Signals from mul-



Programming and Controlling the Operations 3tiple robots transmitting on the same frequen
y disrupt ea
h other andbe
ome useless.The RF limitations of the S
out pose a 
ouple of fundamental diÆ
ul-ties when trying to 
ontrol several of them. First, the 
ommand radiohas a �xed bandwidth. This limits the number of 
ommands it 
antransmit per se
ond, and therefore limits the number of S
outs that 
anbe 
ontrolled simultaneously. Currently, we operate on a single 
arrierfrequen
y, with a 
ommand throughput of 20-30 pa
kets/se
ond, whi
his suÆ
ient to 
ontrol 4 to 5 S
outs.The most important problem is that there are not enough frequen
iesavailable in 
ommer
ial o� the shelf video transmitters to allow for alarge number of simultaneous analog transmissions. With the 
urrentS
out hardware we have only two video frequen
ies. As a result, videofrom more than two robots requires interleaving the time ea
h robot'stransmitter is on. Thus, an automated s
heduling system is required.3. Dynami
 Resour
e Allo
ationWe have designed a distributed software ar
hite
ture (Stoeter et al.,2000), whi
h dynami
ally 
oordinates hardware resour
es a
ross a net-work of 
omputers and shares them between 
lient pro
esses.A

ess to physi
al hardware is 
ontrolled through 
omponents (soft-ware pro
esses) 
alled Resour
e Controllers (or RCs). If a de
ision pro
essneeds to use a resour
e, it must be granted a

ess to its RC. Resour
esthat 
an only be managed by having simultaneous a

ess to groups ofRCs are handled by a se
ond layer 
omponents 
alled Aggregate Resour
eControllers (or ARC).In order for a pro
ess to 
ontrol a S
out, several physi
al resour
es arerequired. First, a robot not 
urrently in use by another pro
ess mustbe sele
ted. Next, a 
ommand radio with the 
apa
ity to handle thedemands of the pro
ess is needed. If the S
out is to transmit video,ex
lusive a

ess to a �xed video frequen
y is required, together with aframegrabber 
onne
ted to a tuned video re
eiver.Ea
h instan
e of these four resour
es is managed by its own RC. InFigure 2 solid lines indi
ate whi
h RCs the ARCs 
urrently have a

essto. Dashed lines indi
ate RCs whi
h are ex
lusive a

ess only and 
anonly support 
ontrol from a single ARC. The Radio RC is an ex
eptionto this, as it is a sharable RC. Sin
e ARC-2 has a

ess to all of its RCs,it 
an run. ARC-1 
annot run be
ause it is waiting on two RCs.A

ess to RCs must be s
heduled when there are not enough RCs tosatisfy the requirements of the ARCs. A 
entralized pro
ess 
alled theResour
e Controller Manager maintains a master s
hedule of all
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Figure 2. An example of how a de
ision pro
ess 
ontrols RCs by 
onne
ting to asingle ARC.
a
tive ARCs and grants a

ess to ea
h of their RCs when it is their turnto run. When requesting a

ess to a set of RCs, an ARC must spe
ify aminimum amount of time that it must run to get any useful work done.The Resour
e Controller Manager's s
heduling algorithm triesto grant simultaneous a

ess to as many ARCs as possible. The ARCsthat have some RCs in 
ommon are examined to determine whi
h ARCs
an operate in parallel and whi
h are mutually ex
lusive. ARCs whi
hrequest a non-sharable RC 
annot run at the same time and must breaktheir total operating time into sli
es. ARCs whi
h have a sharable RC in
ommon may be able to run simultaneously, assuming that the 
apa
ityrequests for that sharable RC do not ex
eed its total 
apa
ity. On
ethe ARC s
hedule has been 
onstru
ted, the Resour
e ControllerManager exe
utes it and takes 
are of notifying the RCs whi
h ARCthey should talk to at any given point in the s
hedule.4. Experimental ResultsIn the experiments the S
outs are used in a distributed surveillan
etask where they are deployed into an area and wat
h for motion. Thisis useful in situations where it is impra
ti
al to pla
e �xed 
amerasbe
ause of diÆ
ulties relating to power, portability, or even the safetyof the operator.Several simple behaviors have been implemented to do the task. Allthe behaviors use the video 
amera, whi
h 
urrently is the only envi-ronmental sensor available to the S
out. These behaviors in
lude Lo
ateGoal whi
h rotates the S
out in pla
e while sear
hing the area aroundit for a target area of interest, Drive Toward Goal whi
h visually servosthe robot to an area of interest, Handle Collisions whi
h helps disengage



Programming and Controlling the Operations 5the S
out from an obsta
le, and Dete
t Motion in whi
h the S
out robotreports whether something in its �eld of view is moving.To test the ability of the S
outs to operate in a real-world environ-ment, a test 
ourse was set up in our lab using 
hairs, lab ben
hes,
abinets, boxes, and mis
ellaneous other materials. The goal of ea
hS
out was to �nd a suitable dark hiding pla
e, move there, turn aroundto fa
e a lighted area of the room, and wat
h for motion.

Figure 3. A top-down view of the room where the experiments were 
ondu
ted.White areas are open spa
e, gray areas are hiding spa
es, and bla
k areas are obsta
les.The square outline in the 
enter shows where the S
outs were started, the dotted lineindi
ates the path of the moving target, and the dots are the hiding positions of theS
outs.The environment, shown in Fig. 3, is 6.1 by 4.2m and has a number ofse
luded areas in whi
h the S
outs 
ould hide. The S
outs were startedat the 
enter of the room and were pointed at one of 8 possible orien-tations. Both the position and orientation were 
hosen from a uniformrandom distribution.The moving target the S
outs had to dete
t was a 
ommer
ial mobilerobot, 
hosen for its ability to repeatedly travel over a path at a 
onstantspeed. The target moved at a speed of approximately 570mm/s andtraversed the the room in 8.5 se
onds on average. On
e it had moved 16feet into the room, it turned around and moved ba
k out again. With a4 se
ond average turn time, the average time the target was in the roomwas 21 se
onds.When S
outs shared a single video frequen
y, only one S
out at a time
ould a

ess the video frequen
y. A

ess was allo
ated and s
heduledby the Resour
e Controller Manager. The amount of time ea
hbehavior 
ould use the video frequen
y was set to 10 se
onds, 3 se
onds



6of whi
h were needed every time for the video-transmitter to warm up,so leaving 7 se
onds for useful work.Four di�erent 
ases were tested: (1) a single S
out using a singlevideo frequen
y, (2) two S
outs sharing a single video frequen
y, (3) twoS
outs using two di�erent video frequen
ies, (4) four S
outs sharing twodi�erent video frequen
ies. We run a total of 200 trials, with di�erenthiding positions and number of s
outs.To evaluate the motion dete
tion abilities of the S
outs and to deter-mine the e�e
t of sharing the video frequen
y, the a
tual time the targetwas seen (shown in Fig. 5) was 
ompared to the potential time that thetarget 
ould have been seen given the S
out positions (shown in Fig. 4).This potential time was 
al
ulated by analyti
ally 
omputing how longthe target would be within the �eld of view of the S
out, independentlyon the state of a
tivity of the S
out.
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Figure 4. The potential time (in se
-onds) the S
outs 
ould have been seenthe moving robot. (1) one S
out, (2)two S
outs on a single frequen
y, (3)two S
outs on two di�erent frequen-
ies and (4) four S
outs on two di�er-ent frequen
ies. Plots show means andstandard deviations.

Figure 5. The a
tual time (in se
-onds) the S
outs dete
ted motion. (1)one S
out, (2) two S
outs on a singlefrequen
y, (3) two S
outs on two dif-ferent frequen
ies and (4) four S
outson two di�erent frequen
ies. The plotsshow means and standard deviations.
One S
out on a single frequen
y had a mu
h higher su

ess rate thantwo S
outs on a single frequen
y. This was expe
ted be
ause when theS
outs had to take turns with the video frequen
y, they 
ould easily missthe target. The shorter the time the target was in the �eld of view, thesmaller was the opportunity for the S
out to dete
t it, even when therewas no swapping be
ause a single frequen
y was used. Using a larger



Programming and Controlling the Operations 7number of S
outs in
reased the viewable area traversed by the targetand the time that the target was in view, and de
reased the varian
es.The area viewed by four S
outs was signi�
antly greater than theareas viewed in the other 
ases, but not by a fa
tor of four over thatviewed by one S
out nor by a fa
tor of two over that viewed by twoS
outs. The environment was su
h that there was usually a great dealof overlap in the areas viewed by individual S
outs. Redundan
y wasprobably not as useful in this environment, but would probably be moree�e
tive in larger or more segmented environments. More details on theexperiments are in (Rybski et al., 2001).5. Related WorkDue to the small size, most miniature robots use proxy pro
essing, asin Inaba et al. (Inaba et al., 1996), and 
ommuni
ate via a wireless linkwith the unit where the 
omputation is done. This be
omes a problemwhen the bandwidth is limited, as in the 
ase of our S
outs. Be
ause oftheir limited size, not only all pro
essing is done o�-board but also the
ommuni
ation is limited to a few 
ommuni
ations 
hannels.A number of software ar
hite
tures have been proposed for multiplerobots, many of them des
ribed in (Kortenkamp et al., 1998). Our ar-
hite
ture has some similarities with ALLIANCE (Parker, 1998) andCAMPOUT (Pirjanian et al., 2000). The major di�eren
e is that wefo
us on resour
e allo
ation and dynami
 s
heduling, while other ar
hi-te
tures are designed for more 
omplex behavior fusion.Resour
e allo
ation and dynami
 s
heduling are essential to ensurerobust exe
ution. Our work fo
uses on dynami
 allo
ation of resour
esat exe
ution time, as opposed to analyzing resour
e requests o�-line, asin (Atkins et al., 2001; Durfee, 1999), and modifying the plans whenrequests 
annot be satis�ed. Our approa
h is spe
ially suited to unpre-di
table environments, where resour
es have to be allo
ated in a dynami
way that 
annot be predi
ted in advan
e. We rely on the wide body of al-gorithms that exists in the area of real-time s
heduling (Stankovi
 et al.,1998) and load balan
ing (Cybenko, 1989).6. Summary and Future WorkAn essential feature of the distributed software 
ontrol ar
hite
turewe presented is the ability to dynami
ally s
hedule a

ess to physi
alresour
es, su
h as 
ommuni
ation 
hannels and framegrabbers, that haveto be shared by multiple robots.We have also presented system issues related to the 
ontrol of multi-ple robots over a low bandwidth 
ommuni
ations 
hannel. Experimental



8results illustrating the ability of the S
out to position itself in a lo
ationideal for dete
ting motion and the ability to dete
t motion have beenshown. Future work is planned to allow the S
outs to make use of addi-tional sensor interpretation algorithms for more 
omplex environmentalnavigation. Ultimately, we hope to have the S
outs 
onstru
t a rudi-mentary topologi
al map of their surroundings, allowing other robots orhumans to bene�t from their explorations.We believe that a 
ombination of intelligent s
heduling and more 
ex-ible hardware will allow a larger number of S
out robots to operate si-multaneously in an e�e
tive manner.Referen
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